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Abstract. – Carbon monoxide (CO) poisoning constitutes a critical issue with global ramifications, resulting in 
impacts on the changing atmospheric composition that affect air quality and lead to fatalities worldwide. The 
prediction of CO concentration levels is of utmost importance due to the negative impacts of CO on human health. 
The present work aims to advance the field of emission science and reduction strategies by introducing an enhanced 
neural network model. This model integrates a methodology based on a feed-forward artificial neural network with 
meteorological factors—specifically, wind speed (WS), wind direction (WD), and outdoor temperature (OT). 
Hourly measurements taken throughout a year, alongside two time-series variables (day and month), are utilized 
to feed the neural network during its training-testing process. The input data are sourced from an air pollutant-
monitoring station situated in a Mexican border city. The proposed neural network model demonstrates its efficacy 
and reliability in predicting CO concentrations, affirming its potential to inform regulatory measures, protect 
atmospheric resources, and advance future research efforts in atmospheric science. 
Keywords:  Artificial neural network; Backpropagation; Carbon monoxide. 
Resumen. La intoxicación por monóxido de carbono (CO) constituye un problema crítico con ramificaciones 
globales, que impacta la cambiante composición atmosférica, afectando la calidad del aire y causando muertes en 
todo el mundo. La predicción de los niveles de concentración de CO es crucial debido a sus efectos negativos en 
la salud humana. El presente trabajo busca impulsar la ciencia de las emisiones y las estrategias de reducción 
mediante la introducción de un modelo mejorado de red neuronal. Este modelo integra una metodología basada 
en una red neuronal artificial de propagación hacia adelante con factores meteorológicos, específicamente la 
velocidad del viento (V), la dirección del viento (DV) y la temperatura exterior (TE). Las mediciones horarias 
tomadas a lo largo de un año, junto con dos variables de series temporales (día y mes), se utilizan para alimentar 
la red neuronal durante su proceso de entrenamiento y prueba. Los datos de entrada provienen de una estación de 
monitoreo de contaminantes atmosféricos ubicada en una ciudad fronteriza mexicana. El modelo de red neuronal 
propuesto demuestra su eficacia y confiabilidad en la predicción de las concentraciones de CO, lo que confirma 
su potencial para fundamentar medidas regulatorias, proteger los recursos atmosféricos e impulsar futuras 
investigaciones en ciencias atmosféricas. 
Palabras clave: Red neuronal artificial; Retropropagación; Monóxido de carbono. 
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1. Introduction
 
Carbon monoxide (CO) is a colorless, odorless, 
tasteless, non-irritating and flammable gas found 
or formed when carbonaceous matter, deposited 
in faulty equipment that uses gas, solid, or oil 
fuel, incompletely or defectively [1,2]. Daily life 
examples that represent potential danger are gas 
heaters in enclosed rooms and bathrooms, 
embers, cars released gases, fire, etc.   
 
Carbon monoxide is toxic to humans for being 
similar to hemoglobin; both bind decreasing the 
oxygen flow in the body. Once it is inhaled, it 
passes to the bloodstream and binds strongly to 
the hemoglobin and forms carboxyhemoglobin 
[3,4]. CO has an affinity for hemoglobin 200-250 
times that of oxygen, and the symptoms and signs 
occurring after inhalation of carbon monoxide 
have been attributed to underlying tissue hypoxia 
[5,6].  Regarding health effects associated with 
CO exposure we can find are a lack of motor 
coordination, deterioration of cardiovascular 
diseases, fatigue, headache, confusion, nausea 
and dizziness. In extreme cases, at higher 
exposure over the top of high levels of what an 
urban zone atmosphere has, can lead to death 
[7,8]. 
 
Cars are the main source of CO in urban areas; 
consequently, nowadays most recent cars have a 
catalytic converter that allows them to reduce CO 
emissions to the atmosphere, as well as other 
pollutant gases [9,10]. 
 
In Mexico, CO research is done through 
physicochemical processes according to the 
ecological technician norm NTE-CCAM-001/91, 
which establishes the measurement methods to 
determine carbon monoxide concentration in the 
environmental air and the procedures for 
measurement equipment calibration [11,12]. 
 

Nevertheless, nowadays there are powerful tools 
to describe the atmosphere pollution dynamics in 
urban areas such as tridimensional mathematics 
models that describe its transmission and 
chemical transformation. In this original field we 
can find recent numerical models that simulate 
the methodology and chemical transmission 
processes of the pollutants in the atmosphere 
simultaneously [13,14]. 
 
Artificial Neural Networks (ANN) have been 
introduced recently as an alternative to the 
conventional statistics methods for pollution 
modeling with the following advantages: prior 
assumptions regarding data distribution are not 
performed; they are able to model nonlinear 
functions; they can be re-trained for a better 
generalization when new information or ignored 
data is available [15,16].  
 
2. Literature review 
 
Artificial Neural Network (ANN) utilization in 
predictive modeling is not something new; 
however, its usage in environmental phenomena 
studies is relatively recent. These kinds of studies 
have gained popularity due to promising results, 
as shown [17-27]. 
 
Currently in scientific literature it is possible to 
find several works about regression modeling 
development for environmental pollutants such 
as ozone, MPx, COx, NOx among others. We 
will analyze some of them as follows:  
 
According to [28], accurately predicting CO₂ 
levels is critical for pollution control. In their 
study, they used CNN-LSTM and seq2seq LSTM 
models to predict CO concentrations up to 6 
hours in advance, showing favorable results—
especially for the seq2seq LSTM model, which 
was slightly superior to the CNN-LSTM model. 
For this study, they used hourly data from six 



 

 
ISSN: 2594-1925 

3 

Revista de Ciencias Tecnológicas (RECIT). Volumen 8 (4): e412.  
 

stations in Selangor, evaluating performance 
based on statistical measures such as RMSE, 
MAE, and MAPE. 
 
In their study, [29] evaluated six regression 
techniques: linear regression, decision trees, 
Gaussian processes, tree ensembles, support 
vector machines (SVMs), and artificial neural 
networks. Of these, the 5/2 Gaussian regression 
model demonstrated superior performance in all 
scenarios, achieving high R² values (0.97) and 
low RMSE values (0.084–0.088). It was also 
observed that time lag influences the accuracy of 
the predictions, with greater accuracy being 
achieved with longer lags. 
 
Traditional air quality models are 
computationally intensive, which limits their use 
for rapid applications. To address this problem, 
[30] proposed CoNOAir, a machine learning 
model based on complex neural operators. This 
model outperforms more advanced models such 
as the Fourier Neural Operator (FNO). It stands 
out for its ability to identify extreme pollution 
events and maintains high and consistent 
performance in several Indian cities, with R² 
values above 0.95 in all evaluated locations. 
CoNOAir offers authorities an effective tool for 
issuing early warnings and designing 
intervention strategies, representing an important 
step toward reliable, real-time predictions of CO 
pollution in densely populated urban areas. 
 
In [31], a neural network model was developed 
to predict the ozone maximum level in Istanbul 
using a multilayer perceptron neural network 
using meteorological and pollution variables. He 
found that there’s no significant difference 
between the neural network regression model 
and regression techniques for predicting ozone 
concentrations in Istanbul.  
 
The authors in [32] developed a neural network 
for predicting the daily maximum level of ozone 

using pollution and meteorological variables, 
which later was compared with two traditional 
statistic models, regression model, and box-
jenkims ARIMA, the results showed that the 
neural network model was higher than the 
regression one and  box-jenkims ARIMA one.  
 
In [33], a neural network model was developed, 
which combines adaptable radial base functions 
with statistic characteristics of ozone. It was used 
to predict the daily highest level of ozone 
concentration in Hong Kong during 1999 and 
2000, this simulation showed effectiveness and 
reliability.  
 
In their work [34], the authors proposed a deep 
learning framework to predict air quality over a 
24-hour time lapse. The framework utilizes 
temporal features derived from spatiotemporal 
correlations of air quality monitoring stations, 
including PM2.5 concentrations, meteorological 
data, and temporal data that capture the dynamic 
nature of air quality changes over time. The 
proposed model demonstrates better stability and 
performance compared to traditional methods 
such as multiple linear regression (MLR) and 
support vector regression (SVR), as well as other 
LSTM-based models. It achieves high 
correlation coefficients and accuracy in 
predicting PM2.5 concentrations over different 
time horizons. 
 
A semi-experimental regression model was 
proposed in [35], which is a nonlinear 
multivariate regression model that incorporates 
past contamination levels to predict future 
concentrations. The developed model 
demonstrated superior performance in terms of 
precision and capability compared to existing 
models. Evaluation indices such as RMSE, R2, 
and MAPE consistently indicated superior results 
when compared to other models. Furthermore, it 
offers a robust and accurate approach that can 
enhance decision-making processes, support 
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environmental management efforts, and 
ultimately contribute to better air quality control 
and public health protection. 
 
In [36], the authors developed machine learning 
models to analyze air pollution data from the 
Taiwan Air Quality Monitoring Network. The 
models were used to predict PM2.5 concentrations 
based on statistical metrics such as MAE, MSE, 
RMSE, and R2. The results indicated that the 
proposed machine learning models outperformed 
previous models in forecasting PM2.5 
concentrations. The actual values and predicted 
values were found to be very close to each other, 
demonstrating the effectiveness of the models. 
The study concluded that the gradient boosting 
regressor model was the most suitable for 
forecasting air pollution on the Taiwan Air 
Quality Monitoring Network data in Taiwan. 
 
The linear regression method used in [37] for 
calculating CO2 emissions from coal-fired power 
plants is more accurate compared to the IPCC 
guidelines and the coal consumption rate method. 
The linear regression method considers 
proximate analysis data to establish a fuel 
characteristic coefficient, resulting in more 
accurate calculations. 
 
In this paper, a border city with specific 
geographical, political, economic, sociological, 
and environmental characteristics is analyzed. 
Over the last decade, efforts to improve 
environmental quality have taken on a bi-
national sense of responsibility, similar to other 
border zones between Mexico and the United 
States. This initiative has been reinforced by a 
continuous bilateral economic and social 

exchange—including jobs, traditions, goods, and 
services—that has directly impacted pollutant 
levels. The rapid development of the city has led 
to increasing activity in the industrial, 
commercial, and service sectors, and 
consequently, a growing number of motor 
vehicles. This increase, especially in 
malfunctioning second-hand cars, has 
deteriorated air quality in Mexicali [38]. 
 
Mexicali is considered the city with the highest 
levels of pollution in the country. It’s established 
that in Baja California 202 thousand tons of 
atmospheric pollutants are generated per year, 
which leads to a 3% mortality rate. Mexicali is 
located in the first place with the highest MP10 
pollution levels, which are solid or liquid dust 
particles, ashes, and other aggressive elements 
e.g. carbon monoxide (CO). This gas pollutant is 
located in the third place in the country with the 
highest density levels in the city and it is 
originated from gas, kerosene, coal, petroleum 
and wood, among others [39]. 
 
Fig. 1 shows the graphical representation of how 
8-hour norm is fulfilled for 2005 and the 
temporal tendency for the average concentration 
per year considered by the population for 2000 
and 2005. Cities classification in terms of CO 
pollution levels was determined by using the 
number of days above the norm value, the 
maximum second per year mobile average of 8 
hours, and the average concentration per year 
considered by the population, all for 2005. As It 
can be seen, the most contaminated city with CO 
is Mexicali, then Ciudad Juarez, these cities do 
not fulfill the 8-hour norm [39].
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Figure 1. Fulfillment of the 8-hour norm for the CO emissions graph. Source: Third calendar of air quality data and tendency 
in nine Mexican cities. 

 
 

Several studies have been performed in Mexicali 
regarding pollution. In [40], 12 prediction 
models were developed with the objective of 
determining the daily highest level of ozone 
using meteorological data and previous 
concentrations showing that in the atmospheric 
pollutants prediction such ozone, the results of 
the non-parametric models were better than those 
obtained with parametrical and semi-
parametrical techniques.  
 
Due to the adverse effects in health caused by the 
high levels of Carbon Monoxide, it is necessary 
to have an accurate model to predict CO 
concentrations. In this paper a machine learning 
based model is presented in order to predict the 
8-h average of CO daily concentrations in 
Mexicali. An artificial neural network model is 
designed, trained and tested as a CO regression 
model, using environmental conditions as 
temperature and wind. 
 
The article is organized as follows: in 
methodology section, a detailed description of 

the city under analysis is given, as long as 
variables description, some basic concepts of 
ANN and the methods for its design, training and 
testing. Following to this, proper results and 
discussion are given, supported with statistics, 
tables and charts; also the ANN performance is 
compared with other ANN model found in 
literature. Finally, a conclusion section with the 
most important findings about the model and the 
obtained results is given. Observations regarding 
the importance of this kind of research are given 
by presenting a critical analysis about ANN 
advantages and disadvantages in the 
environmental modeling scenario. 
3. Study Area and Methodology 
 
3.1. Site description and data 
 
Mexicali city is located along the international 
border at 32° 40’N and 115° 28’W as shown in 
Fig. 2. The region is part of the Colorado River 
basin. It is bounded by United States of America 
to the north; to the east with the Mexican State of 
Sonora and Gulf of California; Mexican 
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Ensenada city to the South; and to the west with 
Mexicans Ensenada and Tecate municipalities 
[38]. Mexicali’s population is 1,049,792. 
Nowadays it has an approximated extension of 

11,372 hectares, out of which 795 are considered 
rural locations. In 1996, 504 hectares were 
allocated to urban development [39]. 

 

 
Figure 2. Geographical location of Mexicali, Baja California. Source:  INEGI. Marco Geoestadístico, 2017 
 
In the following, the features or variables used to 
feed the ANN prediction model are described. 
Data acquisition, statistics and other relevant 
information are given to the reader. 
 
3.1.1. Wind 
 
In Fig. 3 the average wind rose per year in 
surface, with information of the local airport is 
shown. A differentiated flow pattern can be 
observed basically in two most frequent 
directions. Winds located in the north-west 
quadrant occur with a 45% frequency, being 
west- northwest and north-northeast the main 
directions. This particular situation takes place 
mainly from October to May. Southwest 

quadrant winds pattern is presented with a 39% 
frequency, being south and southeast the most 
frequent, happening mostly during June and 
September [39]. 
 
3.1.2. Temperature 
 
Temperature in the region has a notorious annual 
variability. In summer 50°C can be often 
reached, while in winter temperatures under 0°C 
are registered [40]. 
 
3.1.3. Carbon Monoxide 
 
The estimated carbon monoxide readings (CO), 
in the emissions inventory, were more than 78 
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thousand tons. The contribution to this value is 
distributed regarding its source as follows: 70% 
correspond to the transportation sector, 4% to the 
federal industrial sector and 22% to local sources 
[40]. 
 
In the following section we can see the 
fundamental concepts of an ANN model, its 
construction process and predictive training. 
Going through: what is a neural network, 
different kinds of ANN, implemented model 
scheme, data set formatting, applied training 
methods, and model improvement.  
 
3.2. Artificial Neural Network model 
 
The Artificial Neural Network (ANN) is a 
mathematical model whose primary unit is called 
neuron. It consists of an interconnected group of 
these units, and it processes data using the 
following function: 
 
																							𝑌(𝑋) = 𝑤!𝑋 +𝑤"                              (1) 

 
where X represents the ANN inputs, w the 
interconnections weights, and Y is the ANN 
output.  
 
By using a supervised or unsupervised learning 
algorithm, the ANN is trained by adjusting their 
structure –i.e. weights— and parameters by 
minimizing some error function that evaluates 
the data adjustment degree between observed and 
ANN predicted values –i.e. Y(X) [41]. 
 
In Computer Science literature, the ANN is a 
well-known and studied mathematical model, 
having a wide spectrum of structures and 
configurations. One of the most solicited 
versions is the Multilayer Feedforward-
Backpropagation Network [42]. In this study, 
this later ANN configuration is used to proximate 
the 8-h average of daily CO concentrations in 
Mexicali City. In Fig. 4, it is depicted how the 
input and outputs variables are glued together in 
an ANN structure.  

 
Figure 3. Annual distribution of wind direction in Mexicali. Source: Mexicali’s air quality improvement program 2011-2020, 
Secretaría de protección al ambiente (Environment protection office). 
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Figure 4. A Multilayer Feedforward-Backpropagation ANN used to predict CO. Source: own elaboration. 
 
The use of ANN in CO prediction is not a new 
field in environmental studies. In [43], a neural 
network model was developed to estimate the 
hourly average CO concentrations in urban areas 
of Rosario. Experimental results indicate that the 
neural network predicted the CO concentrations 
accurately in comparison to data observed. In 
[44], neural network models were created to 
predict air quality in terms of CO, using 
meteorological and traffic variables. 
Experiments showed that ANN models that 
combine this information performs in an 
acceptable matter. The study also showed that 
taking away the traffic variables doesn’t affect 
the model’s performance; nevertheless, when the 
meteorological characteristics were taken away 
and the traffic ones remained a poor performance 
is obtained. 
 
The difference between this two models and the 
model here proposed is the simplicity of the 
proposed model. In this work we only used four 
meteorological variables and two time variables 
and satisfactory results were obtained. This is the 
first work concerning this topic carried out in this 

particular location, and according to the 
consulted literature, in our country. 
 
3.2.1. Data Sources 
 
Environmental pollutant data were obtained from 
the weather measurement station located at 
University of Baja California (UABC), link 
available: http://aire.bajacalifornia.gob.mx that 
is a public institution devoted to higher education 
and research. This data was gathered with daily 
time records. The variable containing these 
records are: Date, duration, (8 hours average), 8-
h average (ppm), number of observations, daily 
maximum value (ppm), daily rate, Carbon 
Monoxide (CO), Ozone (O3), Nitrogen Dioxide 
(NO2), Sulfur Dioxide (SO2), MP2.5 and MP10 in 
daily records.  
 
Atmospheric data used in the ANN training 
phase were obtained from a Mexican Federal 
Agency, CONAGUA link available:  
http://smn.cna.gob.mx/emas/catalogo/MEXBN.
htm, whose primary goal is to collect and analyze 
information about consumption and uses of water 
in Mexico.  This data is gathered in a 10-minute 
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interval fashion and consist of the following: 
Time (24 hrs), Date, Wind Direction (360º), 
Maximum Wind Direction (360º), Wind Speed 
(kph), Maximum Wind Speed (kph), Average 
Temperature (Celsius), Relative Humidity (%), 
Barometric Pressure (mbar), Rain (mm), Solar 
Radiation(W/m2).  
 
 
 

3.2.2. Data Pre-processing  
 
Before input data is presented to the ANN, a 
preprocessing step takes place. Most of the data 
is recorded at stations in different time scales. 
Therefore, all input variables were converted to a 
daily basis, to match environmental pollutant 
data, as shown in Table 1. A resulting data matrix 
of 302 registers per 4 variables and 1 prediction 
variable was finally obtained as a training data. 

Table 1. Input Variables. 
 

Parameter Time Units 
Input   
Day (D) Daily Numeric 
Month (M) Monthly Numeric 
Wind Speed (WS) daily average m/s 
Wind Direction (WD) daily average Degrees 
Outside Temperature 
(OT) 

daily average Celsius 

Output   
CO daily average Ppm 

 
A data random separation was done to create two 
data sets, a training set with the 80% of data, and 
a test set with the 20% left.  The former set was 
internally separated in training-validation-test 

sets by the MATLAB Neural Network Toolbox. 
The later set was used only to assess the ANN 
final performance. The parameters used during 
the training phase are listed in Table 2. 

 
Table 2. ANN training parameters. 
 

Name Formula 
Data normalization   

[-1,1] 
𝑦 = 	

(𝑦𝑚𝑎𝑥 − 𝑦𝑚𝑖𝑛)(𝑥 − 𝑥𝑚𝑖𝑛)
(𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛) + 	𝑦𝑚𝑖𝑛 

(2) 

Internal activation function   
Hyperbolic Tangent Sigmon 𝜃(𝑟) =

2
1 + 𝑒#$ − 1 (3) 

Output activation function   
Linear Transfer 𝜃(𝑖) =

𝑌%
𝑋%

 (4) 

Weight Change   
Gradient descent weight 𝛿(𝑧) = 	𝜃(𝛽	 ∙ (9𝑤%& 	 ∙ 	𝛼%

%

)) (5) 

Learning rate   
Bias learning 0.01  

Performance measure Mean Square Error (MSE)  
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Once the network was trained, we proceeded to 
use the test set –i.e., the 20% left data— to 
evaluate its generalization capacity. A total of 50 
random repetitions of the whole training and 
testing were run. Two scenarios were analyzed in 
the experimental phase: Model 1, integrated D, 
M, WS and WD variables, having CO as target 
variable; and Model 2, integrated by D, M, WS, 
WD and T variables.  
 
A dimensionality reduction stage was included in 
Model 2, using a Backward Search strategy, 

which consists in discarding variables in a one by 
one mode [45]. Hence, M variable was discarded 
from Model 2.   
 
4. Discussion and results 
 
Table 3 shows MSE performance measure over 
50 runs for the two models. Test MSE readings 
correspond to the 20% test set. It is seen that both 
models yield low errors with almost similar 
values, being Model 2 the one that shows the 
lowest MSE. 

 
Table 3. MSE performance measure and its standard error. 

MSE Training Validation Test 
Model 1 0.9244 ± 0.0891 0.9302 ± 0.0850 0.9250 ± 0.0977 
Model  2 0.9396 ± 0.0893 0.9403 ± 0.0919 0.9447 ± 0.0898 

 
In order to assess the results presented in Table 
3, the Wilcoxon signed-rank test was applied, as 
shown in Table 4, which is a non-parametrical 
test that compares the median of two selected 
samples to determine significant differences 

between them [46]. With a significance level of 
5%, the p-value obtained from these three groups 
indicates that there’s no significant difference 
between the models.  

 
 
Table 4. Wilcoxon signed-rank test comparing Model 1 and Model 2. 
 

MSE Training Validation Test 
p-value 0.8713 0.6716 0.4670 
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Figure 5. Correlation coefficient calculated for the training, validation y test data for each of the 50 random attempts, of 
models 1 and 2. 
 
A simple correlation analysis was done between 
the predicted and observed target value for each 
model [47]. Fig. 5 depicts the correlation 
coefficient calculated for training, validation and 
test data for each of the 50 runs. It is observed 
that the network predictions follow the observed 
data satisfactory and consistently, i.e. there is a 
correlation R close to one in both models; 
however, model 2 represents less variability in 
the prediction.   

Figs. 6 and 7 show the between observed and 
predicted data for both models. To create these 
graphs, the best and worst runs out of the 50 
random run were considered, i.e. the best and 
worst MSE. 
 
Considering this evidence, it is fair to say that 
there is an acceptable prediction of CO level in 
both models; however, Model 2 yielded the best 
results. 
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Table 6 shows CO concentrations for Models 1 
and 2 corresponding to the best runs out of a total 
of 50, along with the corresponding observed 
value. Also the Wilcoxon signed-rank test p-
value regarding differences between observed 
and predicted values are given. According to 

these readings, there are no statistical differences 
between predicted and observed target values. 
Therefore, all findings about the CO prediction 
ability are supported through the proposed 
models in this study.

 
Table 6. Standard error and average of the CO values observed (μo) and predicted (μp) for the proposed models, and p-value 
of the comparison between observed and predicted. 

 
Best run μo(ppm) μp(ppm) p<0.05 
Model 1 0.8557± 0.1059 0.8702± 0.1059 0.1015 

Model 2 0.8325± 0.0319 0.8188± 0.0319 0.5346 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6: Model 1 observed vs. Predicted data. a) Best and b) Worst. 
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Figure 7. Model 2 observed vs. Predicted data. c) Best and d) Worst. 
 
Once the results were obtained, they were 
compared with other studies reported in the 
international literature. For example, [24] SO₂ 
concentrations in Teheran were predicted using 
artificial neural networks (ANNs) and multiple 
linear regression (MLR). The ANN model 
showed better accuracy, with a correlation 
coefficient of R = 0.72 and an RMSE of 0.69 

[34], a linear regression model was developed in 
China to predict CO₂ emissions from thermal 
power plants, achieving an error of only 1.72% 
compared to actual values. Furthermore, a 
NARX (Nonlinear Autoregressive Network with 
Exogenous Inputs) model to predict carbon 
monoxide (CO) concentrations in Islamabad 
[48], demonstrating that recurrent neural 
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network-based models can effectively adapt to 
the short-term prediction of air pollutants. 
 
In comparison, the model proposed in this work 
is based on a feedforward neural network with 
backpropagation, trained with meteorological 
(wind speed and direction, outside temperature) 
and temporal (day and month) variables, 
obtaining competitive performance with low 
MSE values and a correlation coefficient above 
0.90 on average. Unlike other studies that use 
more complex architectures or require large 
volumes of data, the present model stands out for 
its simplicity, lower number of variables, and its 
applicability in highly polluted urban contexts 
such as Mexicali, making it a viable alternative 
for early warning systems and environmental 
decision support. 
 
Although the neural network model achieved 
high correlation coefficients, it is important to 
note that some sources of error can influence the 
prediction accuracy, such as variability in sensor 
calibration, missing data at the time of data 
collection, environmental noise, and the 
exclusion of potentially relevant variables such 
as vehicular traffic and industrial activity levels. 
Moreover, although the model shows promise for 
real-time applications, further testing with live 
environmental data and adaptive retraining 
strategies would be essential for practical 
implementation in urban air quality monitoring 
systems. 
 
5. Conclusions 
 
The regression model by means of an ANN 
approach was successfully applied to predict 
maximum concentrations levels of monoxide 
using atmospheric characteristics in a border city. 
A good model for maximum CO concentrations 
levels was developed in terms of a high 
correlation coefficient and low MSE. The most 
relevant input variables or features were found by 

means of a feature selection process guided by 
the correlation coefficient performance. Four 
meteorological variables (day, wind speed, wind 
direction and outside temperature) are enough to 
predict the maximum level of CO without a 
significant loss. This fact indicates that the 
predicted CO is influenced not only by the one 
generated in the monitored surrounding areas, 
but also the transmitted CO in the wind from 
other places.  
 
This methodology only requires a few input 
variables, and it can be considered as an option 
to support a decision making process. This 
possibility can serve as a complement to 
physicochemical features analysis which can 
required a big amount of data.  
 
Despite that the Wilcoxon non parametric test 
showed that there was no significant difference 
between both models, we conclude that model 2 
is better than model 1, since it uses more 
meteorological variables than temporary, this 
allowed a closer approximation R=1, in other 
words, a better approximation to the real value. It 
could also be observed that model 2 shows a 
lower variability when predicting data over the 
50 random, with ranges between 0.9694 and 
0.9313. It is seen that the low peaks in model 2 
are mostly ranged in 0.8582 and 0.8332, and the 
lower peak are in R=0.7984 which could be 
ascribed to atypical data in the measurements 
obtained from the measurement stations.  
 
One of the main constraints of this neural 
network model is the limited availability of data, 
which is low due to the existent limitations found 
in the tested sites. The more data used for 
learning —i.e. the more variables available to be 
added— the higher precision will be reflected. 
Future research in this tenor includes the testing 
of other validation techniques such as cross 
validation and bootstrap for testing and analyzing 
the model. 
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